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Abstract. Given the wide spread of social networks, research efforts
to retrieve information using tagging from social networks communica-
tions have increased. In particular, in Twitter social network, hashtags
are widely used to define a shared context for events or topics. While
this is a common practice often the hashtags freely introduced by the
user become easily biased. In this paper, we propose to deal with this
bias defining semantic meta-hashtags by clustering similar messages to
improve the classification. First, we use the user-defined hashtags as the
Twitter message class labels. Then, we apply the meta-hashtag approach
to boost the performance of the message classification.
The meta-hashtag approach is tested in a Twitter-based dataset con-
structed by requesting public tweets to the Twitter API. The experimen-
tal results yielded by comparing a baseline model based on user-defined
hashtags with the clustered meta-hashtag approach show that the overall
classification is improved. It is concluded that by incorporating seman-
tics in the meta-hashtag model can have impact in different applications,
e.g. recommendation systems, event detection or crowdsourcing.
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1 Introduction

Twitter is a social media platform that provides a microblogging service where
users are able to post text-based messages of up to 140 characters, also known as
tweets. It can also be considered an online social network, as users can link them-
selves by defining others to follow, and consequently have their own followers.
The underlying concept of Twitter is to share the everyday activities with friends
and family in a simple way. However, tweets may contain information of broad
interest [1] and have a wide range of applications and uses, like event detection
[2–5], academic tool [6–8], news media [2,9] or mining political opinion [10,11].
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Twitter provides the possibility of including an hashtag, a single word started
with the symbol “#” , in order to classify the content of a message and improve
search capabilities. This can be particularly important considering the amount of
data produced in Twitter social network. Besides improving search capabilities,
hashtags have been identified as having multiple and relevant potentialities, like
promoting the phenomenon described in [12] as micro-meme, i.e. an idea, beha-
vior or style that spreads from person to person within a culture [?]. By tagging
a message with a trending topic hashtag, a user expands the audience of the
message, compelling more users to express their feelings about the subject [13].

Considering the importance of the hashtag in Twitter, it is relevant to study
the possibility of evaluating message contents in order to predict its hashtag.
If we can classify a message based on a set of hashtags, we are able to suggest
an hashtag for a given tweet, bringing a wider audience into discussion [14],
spreading an idea [15], get affiliated with a community [16], or bringing together
other Internet resources [17].

We propose an approach to deal with the bias resulting from the freely
user-defined hashtags, by defining semantic meta-hashtags to identify clusters
of similar messages, in order to improve their classification. First, we use the
user-defined hashtags as the Twitter message class labels. Then, we define meta-
hashtags by grouping the most used hashtags and their related hashtags into a
meta-class and applied the meta-hashtag approach to boost the performance of
the initial message classification. Both the initial model and the meta-hashtag
model were tested with the initial user defined hashtags and the results are
presented by comparing the classification performances obtained.

The rest of the paper is organized as follows. We start in Section 2 by descri-
bing the related work regarding social networks and meta-class approaches. We
then proceed in Section 4 to explain the experimental setup, including the dataset
description, the pre-processing methods, learning and evaluation approaches. In
Section 5 we present and analyse the results obtained. Finally, in Section 6 we
present the most relevant conclusions and delineate some directions for future
work.

2 Related Work

Social networks have gained significant importance and are being widely studied
in many fields in the last years. Modern challenges in social networks involve not
only computer science matters but also social, political, business, and economi-
cal sciences. In computer science, and considering our focus on Twitter, recent
works comprise event detection [3, 4], information spreading [18], community
mining [19], crowdsourcing [?] and sentiment analysis [11].

Regarding Twitter hashtags, and particularly hashtag recommendation, we
have identified the recent study presented in [?], where an approach for hashtag
recommendation is introduced. This approach computes a similarity measure
between tweets and uses a ranking system to recommend hashtags to new tweets.
A different approach is proposed in [?], where an event detection method is
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described to cluster Twitter hashtags based on semantic similarities between
the hashtags. Two methods for tweet vector generation are proposed and their
performance evaluated on clustering and event detection in comparison to word-
based vector generation methods. This work is in line with our work except
for the fact that the semantic similarities are computed based on the message
content similarities rather than being based on semantic hashtag similarities.

The foundation of our proposal is the use of meta-classes to boost the perfor-
mance of Twitter messages. Although the application on a Twitter classification
problem is a novel contribution, the use of meta-classes has been studied in other
classification contexts. In [?] the use of meta-classes is proposed to improve the
performance of classifiers in an handwritten character recognition problem. The
use of meta-classes is promoted in this study based on the complex boundaries
between classes, the classes overlapping and the lack of sufficient number of
samples for some classes.

The related work presented so far sheds light on the importance of social
networks in the scientific community, specially the recently explored niche of
Twitter hashtags, that can have multiple applications like recommendation sys-
tems or improvement of search capabilities. In the next section we will detail our
proposed approach in order to settle our contribution in the field.

3 Proposed Approach

This section describes the proposed approach to define meta-hashtags and to use
them in a classification application to improve the overall classification obtained.
Our approach is twofold, resulting in two final models, the baseline model, that
considers the user-defined hashtags, and the meta-hashtags model, that considers
the clusters of similar messages grouped by a single meta-hashtag. In Fig. 1 we
depict the proposed framework.

The baseline model is constructed and trained with labelled examples that
use the user-defined hashtags as a “one-against-all” two-class problem. In the
meta-hashtags model, semantic meta-hashtags were heuristically defined, by
clustering similar in a meta class. Related classes are then relabelled accord-
ing to the new defined meta-hashtags and a similar training process occur in
order to construct the new proposed model.

The underpinning idea behind the use of meta-hashtags is to combine the
class label of similar messages in order to mitigate the effects of the bias intro-
duced by freely user-defined hashtags, and thus improving the overall classifica-
tion of Twitter messages according to their hashtags.

4 Experimental Setup

In this section we start by describing the built data set for the purpose of testing
our approach. We also characterize the methodology for documents representa-
tion. We then proceed dealing with the pre-processing method and finally, we
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Fig. 1: Proposed approach.

conclude by introducing the performance metrics used to evaluate the proposed
approach.

4.1 Dataset

The dataset was constructed by requesting public tweets to the Twitter API4.
We have collected more than 230.000 messages during four days and, considering
the worldwide usage of Twitter, tweets were only considered if the user language
was defined as English. All the messages that did not have at least one hashtag
were discarded, as the hashtag are assumed as the message classification. Finally,
tweets containing no message content besides hashtags were also discarded and
all the hashtags are removed from remaining tweets. From the 230.000 collected
messages, we reach 10.000 tweets that have a body part and at least one hashtag.

As users are able to define their own hashtags, a high number of different
hashtags is present in the requested tweets. In order to narrow the number of
classes, we have only considered the most used hashtags. Finally, we used the
crowdsourcing platform http://tagdef.com/ to discover the hashtag meaning and
the related hashtags, and considered the most used ones, which have at least two
or more related hashtags, so a meta-hashtag class may empirically be defined.
A total number of 15 hashtags were found to match this presumption and a
4 https://dev.Twitter.com/
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total number of 1.230 tweets were considered as being labelled and suited for
classification purposes. The individual hashtags were semantically clustered in 5
meta-hashtag classes, as depicted in Table 1.

The tweets were then split into two equally sized and disjoint sets: training
and testing. The training data set is used to build classification learning models,
and the testing data set to evaluate performance.

Table 1 describes the positive documents of each class and the correspon-
ding meta-class of the data set. As can be observed from the Table 1, there is an
heterogeneous distribution of hashtags in the dataset. For example, class TEAM-
FOLLOWBACK has 274 documents, while class NOWFOLLOWING has only
17 documents. The amount of positive documents in the training and testing
data sets is balanced because it is obtained by the equally split of training and
test sets.

Training Testing

NP 138 139
NOWPLAYING 72 68

meta-hashtag NP 209 207

SEX 70 54
PORN 65 56
XXX 23 19
HOT 14 6

meta-hashtag SEX 104 76

JOB 32 36
JOBS 41 37

meta-hashtag JOB 59 61

NW 32 32
NOWWATCHING 7 4

meta-hashtag NW 39 36

TEAMFOLLOW 17 18
TEAMFOLLOWBACK 126 148

FOLLOWBACK 14 24
NF 58 57

NOWFOLLOWING 7 10
meta-hashtag NF 207 238

Table 1: Amount of positive documents in the training and testing phases.
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4.2 Pre-processing Methods

A tweet is represented as one of the most successful and commonly used doc-
ument representation, which is the vector space model, also known as Bag of
Words. The collection of features is built as the dictionary of unique terms
present in the documents collections. Each document of the document collec-
tion is indexed with the bag of the terms occurring in it, i.e., a vector with one
element for each term occurring in the whole collection.

High dimensional space can cause computational problems in text-classification
problems where a vector with one element for each occurring term in the whole
connection is used to represent a document. Also, overfitting can easily occur
which can prevent the classifier to generalize and thus the prediction ability be-
comes poor. In order to reduce feature space pre-processing methods are often
applied. These techniques aim at reducing the size of the document representa-
tion and prevent the mislead classification as some words, such as articles, prepo-
sitions and conjunctions, called stopwords, are non-informative words, and occur
more frequently than informative ones. These words could also mislead correla-
tions between documents so stopword removal technique was applied. Stemming
method was also applied. This method consists in removing case and inflection
information of a word, reducing it to the word stem. Stemming does not alter
significantly the information included, but it does avoid feature expansion.

4.3 Learning and Evaluation

The evaluation of our approach was done by the dataset with the Support Vec-
tor Machine (SVM) method. This machine learning method was introduced by
Vapnik [20], based on his Statistical Learning Theory and Structural Risk Min-
imization Principle. The idea behind the use of SVM for classification consists
on finding the optimal separating hyperplane between the positive and negative
examples. Once this hyperplane is found, new examples can be classified sim-
ply by determining which side of the hyperplane they are on. SVM constitute
currently the best of breed kernel-based technique, exhibiting state-of-the-art
performance in text classification problems [21–23]. SVM were used in our exper-
iments to construct the model with user-defined hashtags and the meta-hastags
model.

In order to evaluate the binary decision task of the proposed models we
defined several measures based on the possible outcomes of the classification,
such as, error rate ( FP+FN

TP+FP+TN+FN ), recall (R = TP
TP+FN ), and precision (P =

TP
TP+FP ), as well as combined measures, such as, the van Rijsbergen Fβ mea-
sure [24], which combines recall and precision in a single score.

Fβ is one of the best suited measures for text classification used with β = 1,
i.e. F1 (F1 = 2∗P∗R

P+R ), an harmonic average between precision and recall.
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5 Experimental Results and Analysis

In this Section we evaluate the performance obtained on the Twitter data set
using the two approaches described in Section 3, namely the baseline approach
considering the 15 initial hashtags and the meta-hashtag approach. Table 2 sum-
marises the performance results obtained by classifying the datasets.

Baseline Model Meta-hashtags Model

Precision Recall F1 Precision Recall F1

NP 45.73% 53.96% 49.50% 35.44% 92.81% 51.29%
NOWPLAYING 23.96% 33.82% 28.05% 15.11% 80.88% 25.46%

meta-hashtag NP 50.55% 88.89% 64.45%

SEX 70.18% 74.07% 72.07% 38.69% 98.15% 55.50%
PORN 80.00% 71.43% 75.47% 40.88% 100.00% 58.03%
XXX 21.05% 21.05% 21.05% 11.45% 100.00% 20.54%
HOT 7.14% 16.67% 10.00% 3.61% 100.00% 6.98%

meta-hashtag SEX 69.23% 94.74% 80.00%

JOB 53.33% 66.67% 59.26% 34.31% 97.22% 50.72%
JOBS 50.79% 86.49% 64.00% 33.33% 91.89% 48.92%

meta-hashtag JOB 56.86% 95.08% 71.17%

NW 17.65% 9.38% 12.24% 15.38% 12.50% 13.79%
NOWWATCHING 0.00% 0.00% - 3.85% 25.00% 6.67%

meta-hashtag NW 19.23% 13.89% 16.13%

TEAMFOLLOW 100.00% 100.00% 100.00% 26.09% 100.00% 41.38%
TEAMFOLLOWBACK 40.80% 55.41% 46.99% 32.91% 87.84% 47.88%

FOLLOWBACK 0.00% 0.00% - 5.57% 91.67% 10.50%
NF 25.00% 5.26% 8.70% 13.92% 96.49% 24.34%

NOWFOLLOWING - 0.00% - 2.53% 100.00% 4.94%
meta-hashtag NF 54.94% 91.18% 68.56%

Table 2: Comparative results.

Analysing the table we can observe that the use of a meta-hashtag outper-
forms the overall classification of the initial hashtags when they are considered
individually. For example, the class NP has a F1 measure of 49.50% in the base-
line model, in the class NOWPLAYING the corresponding value is 28.05% and
with the use of a meta-hashtag the new proposed model presents a F1 value for
the meta-hashtag NP class of 64.45%. This might be related to the fact that the
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content being classified in the meta-hashtag dataset is different from the initial
dataset, thus misleading the classifier. Theses improvements on the results ob-
tained may also be observed for other cases, like in class JOB with F1 of 59.26%
and class JOBS with 64.00%, while the corresponding meta-hashtag JOB has
71.17%.

With the use of a meta-hashtag we unify the labelling process by grouping
similar messages and placing them in the same classification class, thus boosting
the performance of the overall classifier. This analysis is in line with previous
results in [?] where from a set of different methods proposed, a pseudo-meta-
hashtag approach was presented to be beneficial in a clustering problem.

Other noteworthy results are obtained when using the meta-hashtag model
to classify the initial classes. Although the F1 measure decreases considering
the baseline model, the recall increases in a higher proportion. As an example,
the class XXX classified by the baseline model presents a precision and a recall
of 21.05%. Classified by the meta-hashtag model, the precision falls to 11.45%
and the recall raises up to 100.00%, which means that precision proportionally
decreases less than the increase of recall. This is due to the false positive increase
being less than the increase of true positives. The increase of false positives, and
thus the decrease of the F1 measure was expected, as we mislead the classifier by
training it with the meta-hashtags examples, which means we used as positive
examples not only the initial class messages, but also the related messages that
belong to semantically similar hashtags.

In the baseline model, classes like NOWFOLLOWING or FOLLOWBACK
have no F1 measure. This occurs because the classifier did not identified any
true positive document, probably due to the lack of information in the training
phase, so precision and recall are 0.00% and F1 can not be calculated. In these
classes the use of the meta-hashtags approach, more than increasing the classifier
performance, permits the identification of these classes documents.

6 Conclusions and Future Work

In this paper we have presented a meta-hashtag approach in order to deal with
the bias produced by freely user-defined hashtag in Twitter social network. The
main idea of defining semantic meta-hashtags that cluster similar messages is
to boost the classification performance of messages, by avoiding the mislead
classification problem raised by having multiple classes to identical features.

For that purpose, we have constructed a dataset by requesting public tweets
to the Twitter API and conducted a set of experiments by comparing a base-
line model based on user-defined hashtags with our approach based on meta-
hashtags.

The preliminary results are very promising. It is possible to observe that the
proposed approach outperforms the F1 measure of each initial class included
in its composition, with the exception of the initial class TEAMFOLLOW that
is already correctly classified in the initial approach. It is also important to
note the overall improvement of the recall metric when using the meta-hashtag
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model to classify the initial classes. This improvement sustains the use of meta-
hashtags and makes it possible to infer that, the more information we give to the
classifier in the training process, the better for the identification of true positive
documents in the testing phase, as the increase of recall is due to the increase
of true positives.

Our future work will give a formalization of the meta-hastags model including
hashtags similarities in order to evaluate the clustering quality. Moreover, evalu-
ation of dynamically created Twitter meta-hashtags will be performed possibly
for enrichment of applications in real-time.
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