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Abstract. Humour classification is one of the most interesting and dif-
ficult tasks in text classification. Humour is subjective by nature, yet
humans are able to promptly define their preferences.
Nowadays people often search for humour as a relaxing proxy to over-
come stressful and demanding situations, having little or no time to
search contents for such activities. Hence, we propose to aid the defini-
tion of personal models that allow the user to access humour with more
confidence on the precision of his preferences.
In this paper we focus on a Support Vector Machine (SVM) active learn-
ing strategy that uses specific most informative examples to improve
baseline performance. Experiments were carried out using the widely
available Jester jokes dataset, with encouraging results on the proposed
framework.
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1 Introduction

Humour classification is one of the most interesting and difficult tasks in text
classification. However, despite the attention it has received in fields such as
philosophy, linguistics, and psychology, there have been few attempts to create
computational models for humour classification [1].

Modern societies turn human course of life a fast forward version of itself. It
is not only overwhelming work times, but also the pressure they convey. Most
people feel that there is not enough time to de-stress, and even when there is,
the mind is constantly being overstimulated by the mass media, that take part
of everyday life and expose people to so much information.

While it is merely considered a way to induce amusement, humour also has a
positive effect on the mental state of those using it and has the ability to improve
their activity [1, 2].
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With these constraints in mind, we propose a framework to aid the definition
of personal models that allow the user to access humour with more confidence on
the precision of his preferences. When searching for amusing content with little
or no time, the user is more interested in spending a nice time than grasping
everything that would be possible. In other words, in a computer science point
of view, the precision of the displayed content is more relevant than its recall
performance.

Active learning designs and analyses learning algorithms that can effectively
filter or choose the samples to be labeled by a supervisor (a.k.a. oracle or teacher).
The reason for using active learning is mainly to expedite the learning process
and reduce the labeling efforts required by the teacher [3]. Another strong reason
is the possibility for each user to define personal labels, thus constructing a
customized learning model that better fits his preferences.

The SVM active learning framework we propose is a certainty-based method
using the definition of the specific most informative examples to improve baseline
performance, with two major guidelines: (i) the number of active examples has
to be necessarily small; and (ii) precision is a critical factor.

The rest of the paper is organized as follows. We start in Section 2 by des-
cribing the background on SVM, active learning and humour classification and
proceed into Section 3 by presenting the active learning framework for humour
classification. Then, in Section 4 we introduce the Jester benchmark and discuss
the results obtained. Finally, in Section 5 we delineate some conclusions and
present some directions for future work.

2 Background

In what follows we will provide the background on Support Vector Machine
(SVM), active learning and humour classification, which constitute the generic
knowledge for understanding the approach proposed ahead in this paper.

2.1 Support Vector Machines

SVM is a machine learning method introduced by Vapnik [4], based on his Sta-
tistical learning Theory and Structural Risk Minimization Principle. The un-
delying idea behind the use of SVM for classification, consists on finding the
optimal separating hyperplane between the positive and negative examples. The
optimal hyperplane is defined as the one giving the maximum margin between
the training examples that are closest to it. Support vectors are the examples
that lie closest to the separating hyperplane. Once this hyperplane is found, new
examples can be classified simply by determining on which side of the hyperplane
they are.

The output of a linear SVM is u = w× x− b, where w is the normal weight
vector to the hyperplane and x is the input vector. Maximizing the margin can
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be seen as an optimization problem:

minimize
1

2
||w||2,

subjected to yi(w.x+ b) ≥ 1,∀i,
(1)

where x is the training example and yi is the correct output for the ith training
example. Intuitively the classifier with the largest margin will give low expected
risk, and hence better generalization.

To deal with the constrained optimization problem in (1) Lagrange multipli-
ers αi ≥ 0 and the Lagrangian (2) can be introduced:

Lp ≡
1

2
||w||2 −

l∑
i=1

αi(yi(w.x+ b)− 1). (2)

In fact, SVM constitute currently the best of breed kernel-based technique, ex-
hibiting state-of-the-art performance in diverse application areas, such as text
classification [5–7]. In humour classification we can also find the use of SVM to
classify data sets [1, 8].

2.2 Active Learning

The key idea behind active learning is that a machine learning algorithm can
achieve greater accuracy with fewer training labels if it is allowed to choose the
data from which it learns. An active learner may pose queries, usually in the
form of unlabeled data instances to be labeled by an oracle [9].

Active learning methods can be grouped according to the selection strategy:
committee-based and certainty-based [10]. The first group determines the active
examples combining the outputs of a set of committee members. As in [11], most
effort is done in determining the examples in which the members disagree the
most as examples to be labeled. The certainty-based methods try to determine
the most uncertain examples and point them as active examples to be labeled.
The certainty measure depends on the learning method used.

2.3 Humour classification

Humour research in computer science has two main research areas: humour ge-
neration [2, 12] and humour recognition [1, 8, 13]. With respect to the latter,
research done so far considers mostly humour in short sentences, like one-liners,
that is jokes with only one line sentence, and the improvement of interaction
between applications and users.

Humour classification is intrinsically subjective. Each one of us has its own
perception of fun, hence automatic humour recognition is a difficult learning task
that is gaining interest among the scientific community.

Classification methods used thus far are mainly text-based and include SVM
classifiers, naïve Bayes and less commonly decision trees.
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In [8] a humour recognition approach based in one-liners is presented. A
dataset was built grabbing one-liners from many websites with an algorithm
and the help of web search engines. This humorous dataset was then compared
with non-humorous datasets like headlines from news articles published in the
Reuters newswire and a collection of proverbs.

Another interesting approach [13] proposes to distinguish between an implicit
funny comment and a not funny one. A 600,000 web comments dataset was used,
retrieved from the Slashdot news Web site. These web comments were tagged
by users in four categories: funny, informative, insightful, and negative, which
split the dataset in humorous and non-humorous comments.

3 Proposed approach

This section describes the proposed SVM active learning strategy. The SVM
active learning framework we propose is a certainty-based method, i.e. it de-
termines the most uncertain examples and point them as active examples to be
labeled. As the certainty measure depends on the learning method used, for SVM
we used the margin as the determining factor. When an SVM model classifies
new unlabeled examples, they are classified according to which side of the Opti-
mal Separating Hyperplane (OSH) they fall. As can be gleaned from Fig. 1, not
all unlabeled points are classified with the same distance to the OSH. In fact,
the farther from the OSH they lie, i.e. the larger the margin, more confidence
can be put on their classification, since slight deviations of the OSH would not
change their given class.

+

+

+
+

+

-
-

-

-

-

+

s
s

l

l

-

-

++

Fig. 1: Unlabeled examples (black dots) with small and large margins.

Our active learning approach includes a certain number of unlabeled exam-
ples from the testing set (only the features, not the classification) in which the
SVM has less confidence (smaller margin, see Fig. 1) after they are correctly clas-
sified by the supervisor. Thus, an example (xi, yi) will be included if Equation
(3) holds.

(xi, yi) : ρ(xi, yi) =
2

‖w‖
< ∆ (3)
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This number of examples can not be large, since the supervisor will be asked
to manually classify them. After being correctly classified, they are integrated
in the training set. This approach can be regarded as a form of active learning,
where the information introduced by each example in the classification task is
inversely proportional to its classification margin.

Despite not being fully automated, the active learning method has the poten-
tial to efficiently improve classification performance, since a user must classify
the margin-based chosen examples. These examples help customize the learning
machine regarding personal classification preferences.

4 Experimental Setup

4.1 Data set

The Jester dataset contains 4.1 million continuous ratings (-10.00 to +10.00) of
100 jokes from 73,421 users and is available at: http://eigentaste.berkeley.edu. It
was generated from Ken Goldberg’s joke recommendation website, where users
rate a core set of 10 jokes and receive recommendations from other jokes they
could also like. As users can continue reading and rating and many of them end
up rating all the 100 jokes, the dataset is quite dense. The dataset is provided
in three parts: the first one contains data from 24,983 users who have rated
36 or more jokes, the second one data from 23,500 users who have rated 36 or
more jokes and the third one contains data from 24,938 users who have rated
between 15 and 35 jokes. The experiments were carried out using the first part
as it contains a significant number of users and rates for testing purposes, and
for classification purposes was considered that a joke classified on average above
0.00 is a recommendable joke, and a joke classified below that value is non
recommendable. The jokes were split into two equal and disjoint sets: training
and test. The data from the training set is used to select learning models, and
the data from the testing set to evaluate performance.

4.2 Pre-processing methods

A joke is represented as the most common, simple and successful document
representation, which is the vector space model, also known as Bag of Words.
Each joke is indexed with the bag of the terms occurring in it, i.e., a vector with
one component for each term occurring in the whole collection, having a value
that takes into account the number of times the term occurred in the joke. It was
also considered the simplest approach in the definition of term, as it was defined
as any space-separated word. Considering the proposed approach and the use
of text-classification methods, pre-processing methods were applied in order to
reduce feature space. These techniques, as the name reveals, reduce the size of the
joke representation and prevent the mislead classification as some words, such
as articles, prepositions and conjuctions, called stopwords, are non-informative
words, and occur more frequently than informative ones. These words could also
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mislead correlations between jokes, so stopword removal technique was applied.
Stemming method was also applied. This method consists in removing case and
inflection information of a word, reducing it to the word stem. Steaming does not
alter significantly the information included, but it does avoid feature expansion.

4.3 Performance metrics

In order to evaluate a binary decision task we first define a contingency matrix
representing the possible outcomes of the classification, as shown in Table 1.

Class Positive Class Negative
Assigned Positive a b

(True Positives) (False Positives)
Assigned Negative c d

(False Negatives) (True Negatives)

Table 1: Contingency table for binary classification.

Several measures have been defined based on this contingency table, such
as, error rate ( b+c

a+b+c+d ), recall (R = a
a+c ), and precision (P = a

a+b ), as well as
combined measures, such as, the van Rijsbergen Fβ measure [14], which combines
recall and precision in a single score:

Fβ =
(β2 + 1)P ×R
β2P +R

. (4)

Fβ is one of the best suited measures for text classification used with β = 1,
i.e. F1, an harmonic average between precision and recall (5).

F1 =
2× P ×R
P +R

. (5)

4.4 Results and discussion

To test the proposed approach an experimental setup with three different expe-
riments was defined:

1. Baseline SVM
2. Active Learning SVM with random active examples (Random AL SVM)
3. Active Learning SVM with margin-based active examples (Margin AL SVM)

Keeping in mind our initial guidelines: (i) the number of active examples has
to be necessarily small; and (ii) precision is a critical factor, we defined a set
of only 10 active examples, following the initial dataset construction procedure
(see Section 4.1).
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In the first experiment the SVMLight1 package was used with linear kernels
and default parameters. For the second experiment 30 runs were carried out, by
randomly selecting 10 active examples and average values are presented. For the
third experiment, the proposed SVM margin-based active learning strategy was
deployed (see Section 3). Table 2 summarizes the performance results obtained.

TP FP TN FN Precision Recall F1

Baseline SVM 35 8 4 3 81.40% 92.11% 86.42%
Random AL SVM 32 6 6 6 84.36% 84.74% 83.81%
Margin AL SVM 36 5 7 2 87.80% 94.74% 91.14%

Table 2: Performances of Baseline and Active Learning Approaches.

Focusing on precision values, we can see that there is a trend for improvement:
81.40%, 84.36% and 87.80%. This can become a determining factor in humour
classification, since users are typically more interested in a strong confidence of
amusement (low false positive values) than in the guarantee of getting all jokes
(low false negative values).

Comparing both active learning strategies, we can see that although both
present improvements in precision, the random approach achieves it at the ex-
pense of recall values, while the proposed margin-based active learning permits
the improvement of both recall and precision.

5 Conclusions and Future Work

In this paper we have described a framework for humour classification, based
on an SVM active learning strategy. Our aim was to evaluate the use of such a
strategy to increase the overall humour classification precision. For that purpose
we have conducted a set of experiments with the Jester benchmark data set, by
comparing the baseline SVM model with a two-fold active learning approach:
(i) using a set of arbitrary examples; and (ii) using a set of the most relevant
examples.

The preliminary results obtained are very promising. We were able to observe
that the proposed active learning strategies have increased the overall precision
measure, i.e. have reduced the false positive examples, when compared with the
baseline SVM classification.

Regarding the recall, we have also observed that only in the active learning
approach with the most relevant examples we were able to maintain an appro-
priate false negative rate, hence not worsening the overall classification results
(e.g. F1). That is, for the specific case of joke classification with the Jester data
1 http://svmlight.joachims.org/
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set, using an active learning approach, we increase the amount of jokes cor-
rectly classified as having fun and thus recommended for reading. Such an active
learning approach may also benefit other different application domains, like the
recommendation systems for books or movies.

Our research is now focused on introducing crowdsourcing information into
the active learning processing. That is, instead of using the results obtained from
a supervisor we intend to use knowledge acquired from the end-users volunteer
participation.
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